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Intro: Why Messages? Workload Analysis

Representative application Q: What is the read/write ratio across layers? Q: How much data is cold? Q: What patterns are there between reads?
. Backend for texts, chats, and emails Temporal locality?
- Spatial locality?

HDFS (excluding overheads): 1% writes
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- Analyze traces and simulate changes Q: How much data is touched across layers?
Time Interval
Actual stack Simulated stack HDFS (excluding overheads): 18% written

A: There is significant temporal locality,
suggesting additional caching may be useful.
However, spatial locality is low, and >75% of
reads are random.
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HDFS (including overheads): 77% written

HDFS Trace what -ifs

compact LOG

Local Traces
Local FS (inferred) Local File System: 91% written
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Summary: Messages represents a
new HDFS workload, dominated by
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A: 41TB; most data is written or read (not both) A: 20% are <218KB, 50% <750KB, 90% <6.3MB dataset is very large and very cold.

Workload Analysis Simulation Results

Simulation Conclusions
Q: Is adding a flash layer cost effective? Q: Can support for compaction at the HDFS layer Q: Can support for logging at the HDFS layer Relevance to important ideas
(i.e., local compaction) decrease network I/O? (i.e., combined logging) decrease disk seeks?

We compute monetary cost based on common
hardware prices. We determine performance via
simulation. We explore 36 systems (10, 15, Or 20 Current Compaction: Local Compaction: Current Logging: Combined Logging:
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A: Of the Pareto-optimal points, all but one have A: Local compaction converts 62% of network A: Combined logging makes log writes 6x faster

max flash (green) or min disk and RAM (blue) I/O (expensive) into disk I/O (cheaper) without hurting other types of I/0O



